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Media sosial kini menjadi sarana utama komunikasi di era digital. Di Indonesia, pengguna internet menghabiskan rata-rata 3 jam 11 menit per hari di media sosial, melebihi rata-rata global (Mufrida, 2024). Namun, tingginya penggunaan ini juga dimanfaatkan untuk menyebarkan promosi judi online yang kian kompleks dan tersembunyi. Konten promosi sering disamarkan dengan istilah positif seperti cuan, untung, atau slot gacor, serta disebar melalui komentar pendek dari akun palsu pada unggahan viral (Perdana et al., 2024).

Taktik yang terus berkembang membuat pendekatan manual tak lagi efektif. Karena itu, diperlukan teknologi berbasis kecerdasan buatan, seperti *machine learning* dan *deep learning*, untuk mendeteksi promosi judi online secara efisien dan dalam skala besar.

Urgensi penanganan meningkat seiring masifnya konten terkait. Kemkomdigi mencatat lebih dari 1,3 juta konten negatif ditindak antara Oktober 2024 hingga Maret 2025, termasuk lebih dari 1,1 juta terkait judi online (*Apresiasi Laporan Masyarakat, Komdigi Tangani 1,3 Juta Konten Pornografi Dan Judi Online*, 2025). Dalam satu pekan di Januari 2025, 43.063 konten judi online juga ditangani (Rauf & US, 2025). Dampaknya tidak hanya digital, tetapi juga sosial dan ekonomi menyebabkan kriminalitas, konflik keluarga, gangguan mental, dan melemahkan fondasi ekonomi nasional (Selpiyani, 2024; Setiadi, 2024).

* + 1. **Related Research**

Penelitian oleh Perdana et al. (2024) merupakan studi awal yang mencoba mendeteksi promosi judi online di Twitter menggunakan pendekatan text mining klasik. Kombinasi TF-IDF dan Random Forest menjadi metode terbaik dalam penelitian tersebut, dengan presisi 96.6% dan recall 95.8%. Namun, pendekatan ini hanya mengandalkan empat kata kunci eksplisit (‘slot’, ‘gacor’, ‘cuan’, ‘untung’) dalam pengumpulan data, sehingga berisiko melewatkan promosi implisit yang menggunakan kata-kata tersamar maupun kata kunci lainnya.

Sejauh ini, studi yang secara khusus menargetkan deteksi promosi judi online, terutama dalam konteks bahasa Indonesia dan media sosial, masih sangat terbatas. Oleh karena itu, penting untuk melihat pendekatan lain yang telah terbukti efektif dalam tugas klasifikasi teks serupa seperti deteksi ujaran kebencian, sarkasme, berita palsu, dan analisis sentimen yang umumnya juga melibatkan konteks implisit dan bahasa informal. Dalam hal ini, pendekatan deep learning mulai digunakan secara luas karena kemampuannya mengenali pola semantik dalam teks. Salah satu contohnya adalah penggunaan *Convolutional Neural Network* (CNN), yang terbukti efektif dalam menangkap frasa penting dalam suatu kalimat. Penelitian oleh Handoko et al., (2025) menunjukkan CNN dengan *embedding* FastText mampu mencapai akurasi 95.98% dalam tugas analisis sentimen, namun cenderung buruk dalam memahami konteks sekuensial yang kompleks. Sebaliknya, *Long Short Term Memory* (LSTM) dan variannya *Bidirectional Long Short Term Memory* (BiLSTM) lebih unggul dalam memahami urutan kata karena memiliki memori jangka panjang. Namun, LSTM hanya dapat memproses teks dalam satu arah. Berbeda dengan *Bidirectional* LSTM (BiLSTM) yang dapat memproses teks dari dua arah sehingga mampu membangun representasi yang jauh lebih kaya untuk setiap kata berdasarkan konteks penuh. Keunggulan ini terbukti atas performanya dalam deteksi depresi dimana akurasinya mencapai 98.45% (Huda et al., 2024).

Selain pendekatan *deep learning*, model-model klasik seperti *support vector machine* (SVM) dan *random forest* juga menunjukkan performa yang kompetitif ketika dipadukan dengan representasi fitur yang lebih kaya, seperti *word embedding* (Nuha & Lin, 2025). Li & Li, (2025) mencatat peningkatan akurasi hingga 92.84% dalam deteksi ujaran kebencian implisit dengan SVM dan Word2Vec. Pendekatan hibrida serupa juga berhasil diterapkan oleh Sibarani et al., (2025), di mana *random forest* yang awalnya hanya mencapai akurasi 79% melonjak hingga 97.24% saat diberi fitur *embedding* dari BERT. Studi serupa oleh Khaire et al., (2025) dan Kaware (2025) menunjukkan efektivitas pendekatan hibrida yang menggabungkan embedding kontekstual dari BERT dengan model klasik seperti SVM dan random forest. Khaire menggunakan DistilBERT untuk deteksi berita palsu, sedangkan Kaware mengembangkan Indo-HateSpeech, yang mengklasifikasikan ujaran kebencian di Instagram ke dalam tiga tingkat (No Hate, Hate, Extreme Hate) menggunakan fitur BERT dan model klasik. Keduanya menunjukkan bahwa kombinasi ini meningkatkan akurasi, F1-score, dan recall secara signifikan dibanding pendekatan tradisional. Hal ini memperkuat fakta bahwa representasi kontekstual dari transformer bisa dikombinasikan dengan model klasik secara fleksibel untuk menangani tugas-tugas klasifikasi teks yang kompleks.

Dalam konteks bahasa Indonesia, model pralatih seperti IndoBERT telah digunakan dalam berbagai tugas klasifikasi, namun keterbatasannya terletak pada data pelatihan yang bersifat formal (Nabiilah et al., 2023). Untuk menangani bahasa informal di media sosial, IndoBERTweet dikembangkan oleh Koto et al. (2021) dengan pelatihan pada lebih dari 26 juta tweet, membuatnya unggul dalam memahami slang dan struktur kalimat khas Twitter. Kusuma & Chowanda (2023) menunjukkan bahwa IndoBERTweet dengan BiLSTM mampu mencapai akurasi hingga 93.7% dalam mendeteksi ujaran kebencian. Hal ini memperkuat potensi IndoBERTweet untuk digunakan dalam tugas yang memerlukan pemahaman konteks implisit dan informal, seperti deteksi promosi judi online.

**Tabel state-of-the-art**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Nama Peneliti** | **Tahun** | **Masalah** | **Metode** | **Hasil** | **Perbedaan** |
| Perdana et al. | 2024 | Deteksi promosi judi online di *Twitter* berbahasa Indonesia | *Random Forest, Logistic Regression, CNN dengan Word2Vec, TF-IDF, GloVe* | *TF-IDF + Random Forest* memiliki performa terbaik denganpresisimencapai 96.6%dan recall mencapai95.8% | Fokus deteksi pada tweet yang mengandung promosi judi online. Dataset hanya berasal dari twitter dan dikumpulkan dengan 4 keyword pencarian |
| Hidayatullah et al. | 2023 | Identifikasi konten negative pada tweet Indonesia | MBERT, IndoBERT, XLM-RoBERTa, IndoBERTweet | IndoBERTweet memiliki performa terbaik dengan  Presisi 97.03%, Recall 96.88% dan F1-score mencapai 96.94% | Fokus pada mengenali konten negative seperti konten kekerasan dan konten pornografi |
| Kusuma & Chowanda | 2023 | Deteksi ujaran kebencian di *Twitter* | IndoBERTweet + BiLSTM | IndoBERTweet + BiLSTM: semua metrik mencapai 93% | Fokusnya pada deteksi ujaran kebencian, bukan promosi judi online |
| Sibarani et al. | 2025 | Deteksi Sarkasme | *Random Forest* dikombinasikan dengan IndoBERT | Performa meningkat dari 79% ke 97.24% untuk semua metrik | Fokusnya pada deteksi sarkasme, bukan promosi judi online |
| Li & Li | 2025 | Deteksi Ujaran Kebencian pada berbagai platform sosial media | SVM, BERT, HateBERT, *Random Forest* | SVM memiliki performa terbaik dengan akurasi lebih dari 90% untuk 2 dataset yang berbeda | Fokusnya pada deteksi ujaran kebencian, bukan promosi judi online |

* + 1. **Analisis Solusi**

Berdasarkan permasalahan yang diangkat dan studi sebelumnya, penelitian ini mengusulkan pengujian dan perbandingan lima metode klasifikasi. Setiap metode dipilih untuk merepresentasikan pendekatan yang berbeda secara fundamental dalam NLP, mulai dari machine learning klasik, hibrida, *deep learning*, hingga model *transformer*. Tujuannya adalah untuk mengevaluasi efektivitas masing-masing pendekatan dalam mendeteksi promosi judi online yang cenderung menggunakan bahasa tidak baku, slang, dan konteks implisit. Pemilihan metode didasarkan pada evolusi kemampuan model dalam merepresentasikan teks, dari yang paling sederhana hingga yang paling kompleks secara semantik:

1. **Pendekatan Leksikal (Baseline): Random Forest + TF-IDF**

Pendekatan ini jadi titik awal (baseline) karena sudah terbukti efektif di penelitian sebelumnya. Cara kerjanya cukup sederhana—mengandalkan seberapa sering kata-kata tertentu (seperti “slot”, “gacor”, atau “bonus”) muncul dalam teks.

1. **Pendekatan Sekuensial: IndoBERTweet + BiLSTM**

Pendekatan ini dipilih karena mampu menggabungkan pemahaman konteks bahasa informal khas Twitter dari IndoBERTweet dengan kemampuan BiLSTM dalam menangkap pola urutan kata secara sekuensial. Selain itu, metode ini telah terbukti memiliki performa yang baik dalam tugas klasifikasi ujaran kebencian seperti ditunjukkan dalam studi oleh (Kusuma & Chowanda, 2023).

1. **Pendekatan Hibrida: Random Forest/SVM + IndoBERTweet**

Pada pendekatan ini model klasik seperti Random Forest dan SVM diberi “pemahaman” yang lebih dalam lewat fitur dari IndoBERTweet. Jadi, model transformer menangkap makna kontekstual, lalu model klasik yang menentukan apakah teks tersebut mengandung promosi judi.

1. **Pendekatan Kontekstual End-to-End: Fine-Tuned IndoBERTweet**

Pendekatan ini merupakan pendekatan paling mutakhir. Seluruh model IndoBERTweet dilatih ulang khusus untuk mendeteksi promosi judi online. Karena sudah terbiasa dengan gaya bahasa Twitter Indonesia, model ini paling siap menangani bahasa tidak baku, slang, dan konteks tersembunyi.

Berdasarkan karakteristik tiap pendekatan, hipotesis penelitian ini dirumuskan sebagai berikut:

1. Hipotesis Utama (H1): Pendekatan yang menggunakan representasi semantik-kontekstual (berbasis Transformer) akan secara signifikan mengungguli pendekatan leksikal dan pola lokal dalam klasifikasi promosi judi online.

Prediksi Urutan Performa (berdasarkan F1 Score):

* Fine-Tuned IndoBERTweet
* RF/SVM + IndoBERTweet
* IndoBERTweet + BiLSTM
* Random Forest + TF-IDF

1. Hipotesis Nol (H0): Tidak terdapat perbedaan signifikan antara performa pendekatan kontekstual dan non-kontekstual.

Penelitian ini akan menguji hipotesis di atas dengan membandingkan hasil evaluasi dari kelima model yang diusulkan pada dataset yang sama.

* + 1. **Research Gap**

Penelitian oleh Perdana et al., (2024) berkontribusi dalam deteksi promosi judi online di Twitter dengan pendekatan text mining klasik menggunakan kombinasi TF-IDF dan Random Forest. Namun, penelitian tersebut memiliki keterbatasan dalam proses pengumpulan data yang hanya menggunakan empat kata kunci eksplisit, yaitu “cuan”, “slot”, “untung”, dan “gacor”. Akibatnya, sebagian besar data yang terkumpul didominasi oleh promosi jenis permainan slot saja. Hal ini menghasilkan representasi yang sempit terhadap fenomena promosi judi online secara keseluruhan.

Berdasarkan analisis lanjutan menggunakan *word cloud*, terlihat bahwa istilah lain yang umum dalam dunia judi online seperti ‘scatter’, ‘return to player (rtp)’, ‘toto’, ‘macau’, dan lain-lain tidak muncul atau tidak ter-highlight secara signifikan. Padahal, dalam praktiknya, promosi judi online mencakup berbagai jenis permainan dan strategi promosi yang beragam. Berdasarkan beberapa sumber, kata kunci yang digunakan pada promosi judi online dapat dikelompokkan ke beberapa kategori utama yaitu istilah spesifik permainan, bahasa promosi dan insentif, eufemisme dan kata-kata halus, serta frasa ajakan terselubung (BagusEnrico, 2025; *The Ethics and Impact of Marketing Gambling: A Critical Examination - PR News*, n.d.; Torrance et al., 2021). Oleh karena itu, penelitian ini mengisi celah tersebut dengan membangun dataset yang lebih kaya dan representatif terhadap berbagai bentuk dan variasi promosi judi online, guna menghasilkan model deteksi yang lebih generalis, adaptif, dan relevan untuk kondisi nyata di berbagai platform sosial media.

Lebih lanjut, belum ditemukan penelitian yang secara eksplisit menerapkan dan membandingkan beragam pendekatan NLP seperti kombinasi *embedding* IndoBERTweet dengan klasifikator klasik, deep learning, hingga fine-tuning IndoBERTweet dalam konteks deteksi promosi judi online. Padahal, metode-metode tersebut telah terbukti efektif dalam tugas-tugas klasifikasi teks serupa seperti ujaran kebencian, sarkasme, dan berita palsu. Dengan demikian, penelitian ini tidak hanya memperluas cakupan representasi data, tetapi juga mengeksplorasi efektivitas berbagai pendekatan yang belum diterapkan secara khusus dalam domain ini.

* 1. **Rumusan Masalah**

Berdasarkan latar belakang yang telah dipaparkan, penelitian ini bertujuan untuk menjawab rumusan masalah berikut:

* Bagaimana efektivitas berbagai pendekatan NLP dalam mendeteksi promosi judi online di media sosial berbahasa Indonesia, khususnya yang menggunakan bahasa tidak baku, slang, dan konteks implisit?
* Apakah pendekatan kontekstual berbasis transformer (seperti IndoBERTweet) mampu mengungguli pendekatan leksikal dan pola lokal dalam tugas klasifikasi promosi judi online?
* Bagaimana performa masing-masing pendekatan Random Forest + TF-IDF, IndoBERTweet + BiLSTM, RF/SVM + IndoBERTweet, dan Fine-Tuned IndoBERTweet dalam mendeteksi berbagai bentuk promosi judi online berdasarkan metrik evaluasi seperti akurasi, presisi, recall, dan F1-score?
  1. **Tujuan Penelitian**

Tujuan dari penelitian ini adalah untuk mengembangkan dan mengevaluasi berbagai pendekatan NLP, termasuk model klasik, deep learning, hibrida, dan transformer (termasuk IndoBERTweet), dalam mendeteksi komentar promosi judi online berbahasa Indonesia di media sosial. Penelitian ini juga bertujuan mengatasi keterbatasan pendekatan sebelumnya yang hanya mengandalkan kata kunci eksplisit, dengan membangun dataset yang lebih beragam dan representatif, serta membandingkan performa masing-masing model berdasarkan akurasi, presisi, recall, dan F1-score dalam menghadapi bahasa tidak baku, slang, dan konteks implisit.

* 1. **Ruang Lingkup**

Ruang lingkup dibatasi pada:

1. Penelitian ini akan menguji dan membandingkan lima model yang merepresentasikan berbagai paradigma:
   * **Baseline Machine Learning:** Random Forest + TF-IDF.
   * **Hibrida Machine Learning + Transformer:** 
     + Random Forest + IndoBERTweet (sebagai ekstraktor fitur).
     + SVM + IndoBERTweet (sebagai ekstraktor fitur).
   * **Deep Learning + Transformer:** IndoBERTweet + BiLSTM.
   * **State-of-the-Art Transformer:** IndoBERTweet (Fine-Tuned).
2. Input berupa dataset teks komentar sosial media yang terdiri atas 2 kolom “komentar” dan “label” dalam bentuk csv atau excel.
3. Data akan dikumpulkan dari berbagai platform media sosial yang sering menjadi tempat tersebarnya promosi judi online, seperti YouTube, Facebook, dan Threads, dengan menggunakan metode web scraping. Selain itu, data yang dikumpulkan akan dikombinasikan dengan dataset publik yang relevan dari platform seperti Kaggle dan Hugging Face. Adapun dataset publik yang digunakan antara lain:
   * **Dataset komentar siaran langsung Wayang Jogja Night Carnival #9**, yang berisi komentar dari live streaming dalam rangka HUT ke-268 Kota Yogyakarta. Dataset ini digunakan untuk mendeteksi promosi judi online dalam konteks interaksi langsung di media sosial (*Deteksi Judi Online*, n.d.).
   * **Dataset komentar YouTube**, yang telah dikumpulkan dan diberi label terkait indikasi promosi judi online (*Indirapravianti/Online\_gambling\_yt\_comments · Datasets at Hugging Face*, n.d.).

Kedua dataset tersebut telah melalui proses pelabelan sebelumnya dan akan digunakan untuk memperkaya serta melengkapi data hasil scraping.

1. Proses pencarian akan menggunakan strategi tiga lapis untuk cakupan yang komprehensif: (1) kata kunci eksplisit dari penelitian sebelumnya (Perdana et al., 2024), seperti 'slot' dan 'gacor'; (2) kata kunci baru yang diidentifikasi oleh penelitian tersebut sebagai temuan; dan (3) berbagai istilah dan slang kontemporer yang identik dengan judi online. Daftar kata kunci ini disusun dari hasil analisis berbagai sumber online, seperti forum, artikel glosarium, dan Google Trends yang membahas istilah terkait judi online (*Casino & Gambling Glossary - Glossary of Gambling Terms*, n.d.; *Essential Casino Terms and Phrases*, n.d.; *Online Sports Betting Glossary*, n.d.; October 29 & Martinez, n.d.; Tadic, 2025). Tidak semua istilah akan digunakan, hanya yang paling relevan, kontekstual, dan sering muncul dalam promosi yang akan dipilih. Berikut ini kategorisasi dan daftar kata kuncinya:

|  |  |  |
| --- | --- | --- |
| Kategori/ Pola Linguistik | Kata Kunci | Deskripsi |
| Kata kunci spesifik game dan istilah terkait | “slot”, “toto”, “togel”, “poker”, “domino”, “macau”, “pola”, “rtp”, “scatter” | Menunjukkan jenis permainan judi atau istilah teknis yang hanya muncul di konteks judi. |
| Bahasa promosi dan berorientasi pada insentif | “free”, “bonus”, “jackpot”, “maxwin”, “promo”, “untung”, “withdraw”, “cuan”, “gacor” | Mengandung ajakan terselubung dengan janji keuntungan besar secara finansial. |
| Eufemisme, bahasa gaul, dan bahasa tidak langsung | “link”, “situs”, “prediksi”, “mudah”, “aman”, “terbaik”, “resmi”, “terpercaya”, “terbaru”, “menang” | Kata-kata umum yang sering dipakai untuk menyamarkan aktivitas promosi judi. |
| Kata atau frasa ajakan secara langsung | “daftar”, “main”, “gabung”, “dapatkan”, “klaim”, “login”, “deposit” | Berisi instruksi atau ajakan eksplisit untuk melakukan aktivitas perjudian. |

1. Pengumpulan dataset juga diberi batasan sebagai berikut:

* Hanya komentar publik yang ditulis dalam bahasa Indonesia.
* Tidak mencakup gambar, video atau bentuk promosi non-teks.

1. Target jumlah data minimal adalah 1000-3000 data.
2. Proses pelabelan akan mengadopsi dan memperjelas aturan dari Perdana et al. (2024), dimana sebuah teks diklasifikasikan sebagai Promosi Judi Online jika memenuhi setidaknya salah satu dari kriteria berikut:
   * Mengandung kalimat yang secara terang-terangan mengajak atau mengundang untuk berpartisipasi dalam aktivitas judi online.
   * Menyebutkan nama platform, menyertakan tautan (link) aktif, atau pola URL yang mengarah ke situs judi online.
   * Menunjukkan atau mengklaim hasil kemenangan, pencapaian (*maxwin*, *jackpot*), atau kemudahan penarikan dana (WD) dari aktivitas judi.
   * Memberikan arahan, tutorial, atau panduan tentang cara mendaftar, melakukan deposit, atau bermain di platform judi online.
3. Dikarenakan tidak adanya pakar formal di bidang ini, proses pelabelan akan menggunakan pendekatan validasi silang antar anotator manusia untuk menjamin objektivitas dengan prosedur sebagai berikut.
   * Setiap data akan dilabeli secara independen oleh minimal tiga orang anotator.
   * Untuk menjaga konsistensi dan mengurangi subjektivitas, setiap anotator akan berpegang pada seperangkat aturan pelabelan yang sama sebagaimana telah didefinisikan pada poin sebelumnya.
   * Label final untuk setiap data akan ditentukan melalui kesepakatan mayoritas (majority vote).
4. Dataset mentah akan melalui proses pembersihan yang meliputi normalisasi kata slang dan tersamar (e.g., “s|ot,” “s1tus”), translasi emoji menjadi kata, lowercasing, dan tokenisasi.
5. Dataset akan dievaluasi menggunakan metode *Stratified K-Fold Cross Validation* (misalnya K=5), untuk memastikan distribusi label yang seimbang di setiap fold serta hasil evaluasi yang lebih stabil dan adil.
6. Tools yang digunakan (secara garis besar):

* *Python* – bahasa pemrograman utama.
* *Hugging Face Transformers* – untuk *fine-tuning* model IndoBERTweet dan IndoBERT*.*
* *scikit-learn* – untuk model baseline (TF-IDF + *Random Forest*).
* *pandas/numpy* – manipulasi data.
* *Matplotlib/Seaborn* – visualisasi hasil evaluasi.
* *Jupyter Notebook / Google Colab / Kaggle* – untuk eksperimen dan dokumentasi awal.

1. *Output* berupa hasil klasifikasi apakah sebuah komentar teks berisi indikasi promosi judi online atau bukan dengan format *true* atau *false*.
2. Performa setiap model akan diukur dan dibandingkan menggunakan metrik standar: confusion matrix, accuracy, precision, recall, dan F1-score.
3. Penelitian ini bersifat eksploratif dan terbatas pada tahap eksperimen; model yang dihasilkan tidak akan diintegrasikan ke sistem moderasi otomatis atau digunakan secara *real-time*.
   1. **Metodologi Penelitian**
      1. Studi Literatur
         1. Studi mengenai karakteristik promosi judi online.
         2. Studi mengenai metode machine learning (Random Forest, SVM)
         3. Studi mengenai metode deep learning (BiLSTM).
         4. Studi mengenai metode representasi teks (TF-IDF).
         5. Studi mengenai model transformer (BERT, IndoBERT, IndoBERTweet).
         6. Studi mengenai metrik evaluasi: Akurasi, Precision, Recall, F1-Score.
      2. Pengumpulan Dataset dan *Preprocessing*
         1. Mengambil komentar dari YouTube, Facebook, Threads via scraping.
         2. Menambahkan dataset publik dari Kaggle & Hugging Face.
         3. Melabeli data dengan kriteria promosi judi online (majority vote).
         4. Preprocessing dengan normalisasi, translasi emoji, lowercasing, tokenisasi.
         5. Analisis Word Cloud untuk melihat kata-kata dominan.
         6. Split data untuk training dan testing.
      3. Pembuatan dan Pelatihan Model
         1. Membangun 5 model klasifikasi : Fine-tuned IndoBERTweet, IndoBERTweet + BiLSTM, Random Forest + TF-IDF, Hybrid SVM + IndoBERTweet, Random Forest + IndoBERTweet.
         2. Melatih model dengan Stratified K-Fold Cross Validation.
      4. Pengujian dan Evaluasi
         1. Menguji performa semua model pada data uji.
         2. Mengevaluasi performa berdasarkan metrik: Akurasi, Precision, Recall, dan F1-Score.
         3. Membandingkan performa antar model untuk mengidentifikasi pendekatan paling efektif.
      5. Analisis dan Pengambilan Kesimpulan
         1. Menganalisis perbedaan performa masing-masing pendekatan.
         2. Menyimpulkan efektivitas metode yang digunakan dalam mendeteksi komentar promosi judi online.
      6. Pembuatan Laporan
         1. Menyusun laporan akhir berdasarkan hasil eksperimen, analisis, dan evaluasi.
   2. **Manfaat Penelitian**

* Memberikan wawasan baru tentang efektivitas berbagai pendekatan, termasuk machine learning, deep learning, dan transformer, dalam mendeteksi komentar promosi judi online di media sosial berbahasa Indonesia.
* Mendukung upaya moderasi konten digital dengan menghadirkan solusi otomatis yang mampu mengenali komentar promosi judi online yang bersifat singkat, tersamar, dan menggunakan bahasa tidak formal.
* Memberikan kontribusi terhadap pengembangan sistem deteksi konten ilegal berbasis AI yang lebih adaptif dan relevan dengan karakteristik bahasa Indonesia di media sosial.
* Memperkaya literatur ilmiah di bidang analisis teks sosial media dan penerapan model berbasis AI untuk isu-isu sosial yang berdampak terhadap keamanan digital dan literasi daring di Indonesia.
  1. **Sistematika Penulisan**

Penulisan skripsi ini dibagi menjadi beberapa bab yaitu:

BAB I : PENDAHULUAN

Pada bab ini berisikan latar belakang, rumusan masalah, ruang lingkup, tujuan penelitian, dan metodologi penelitian yang akan digunakan dalam skripsi ini.

BAB II : LANDASAN TEORI

Bab ini berisikan teori-teori yang digunakan untuk menjadi referensi dalam pembuatan skripsi dan diterapkan dalam skripsi ini.

BAB III : METODE PENELITIAN

Bab ini membahas analisis dari langkah-langkah apa saja yang akan dilakukan dalam membangun model.

BAB IV : IMPLEMENTASI

Bab ini berisikan penjelasan mengenai implementasi yang dilakukan berdasarkan pada rancangan yang tercantum pada bab III.

BAB V : HASIL DAN PEMBAHASAN

Bab ini membahas tentang pengujian sistem yang telah diimplementasikan pada bab IV.

BAB VI : KESIMPULAN DAN SARAN

Bab ini membahas tentang kesimpulan dari penelitian yang telah dilakukan serta saran bagi penelitian selanjutnya.

* 1. **Jadwal Kegiatan**

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **No** | **Kegiatan** | **Bulan** | | | | | | | | | | | | | | | |
| **1** | | | | **2** | | | | **3** | | | | **4** | | | |
| **1** | **2** | **3** | **4** | **1** | **2** | **3** | **4** | **1** | **2** | **3** | **4** | **1** | **2** | **3** | **4** |
| 1 | Studi Literatur |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | Pengumpulan Dataset dan Preprocessing |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | Pembuatan Model |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 4 | Pengujian dan Evaluasi |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5 | Pengambilan Kesimpulan |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 6 | Pembuatan Laporan |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

1. **LANDASAN TEORI**
   1. **Tinjauan Pustaka**
      1. **Promosi Judi Online**

Promosi judi online merupakan strategi pemasaran yang dilakukan oleh penyedia layanan perjudian digital untuk menarik partisipasi masyarakat dalam aktivitas perjudian. Seiring berkembangnya teknologi dan media sosial, promosi ini semakin mudah diakses dan menyebar luas melalui platform seperti *Twitter*, *Instagram*, dan *WhatsApp*. Fenomena ini menjadi perhatian serius karena dapat menimbulkan risiko sosial dan psikologis seperti kecanduan, kerugian ekonomi, serta pelanggaran hukum. Menurut Akbar et al. (2024), terpaan iklan judi online di media sosial berkontribusi signifikan terhadap peningkatan minat masyarakat, khususnya generasi muda, dalam mencoba judi online. Ciri khas promosi ini meliputi penggunaan bahasa yang positif, menonjolkan keuntungan cepat, akses mudah, serta iming-iming hadiah besar. Selain itu, konten promosi seringkali melibatkan *influencer* atau figur publik untuk menarik kepercayaan calon pemain (Angellina & Prasetyo, 2024).

* + 1. **Random Forest**

Random Forest adalah algoritma ensemble berbasis pohon keputusan yang membangun banyak decision tree dari sampel acak (bootstrap) dan menggabungkan prediksinya melalui voting mayoritas (*What Is Random Forest?*, 2021). Dalam klasifikasi teks, model ini bekerja setelah teks diubah ke bentuk numerik seperti TF-IDF. Random Forest dikenal kuat terhadap overfitting, stabil, dan memberikan performa tinggi, meski membutuhkan lebih banyak memori dan sulit diinterpretasi (AIML.com, 2022).

* + 1. **Support Vector Machine (SVM)**

Support Vector Machine (SVM) adalah algoritma klasifikasi yang mencari hyperplane optimal untuk memisahkan dua kelas data. SVM sangat cocok untuk data berdimensi tinggi seperti teks dan hanya menggunakan beberapa support vector, sehingga efisien dalam memori. Dengan kernel trick, SVM juga dapat memproyeksikan data ke ruang dimensi lebih tinggi agar dapat dipisahkan secara linear. Namun, waktu pelatihan dapat lama untuk dataset besar dan hasilnya sulit diinterpretasi (AIML.com, 2022; Editorial, 2022).

* + 1. **TF-IDF (Term Frequency-Inverse Document Frequency)**

TF-IDF (Term Frequency-Inverse Document Frequency) adalah teknik pembobotan kata yang digunakan untuk merepresentasikan dokumen dalam bentuk vektor. TF mengukur frekuensi kata dalam dokumen, sedangkan IDF mengukur kelangkaan kata di seluruh korpus. TF-IDF menekankan kata-kata yang penting dan jarang, namun tidak memahami konteks atau urutan kata, serta menghasilkan matriks yang besar dan sparse (Ninja, 2023).

* + 1. **Bidirectional Long Short Term Memory (BiLSTM)**

Arsitektur Bidirectional Long Short-Term Memory (BiLSTM) merupakan pengembangan dari RNN yang dirancang untuk mengatasi keterbatasan dalam memproses data sekuensial, khususnya masalah *vanishing gradient* yang menghambat pembelajaran dependensi jangka panjang. LSTM mengatasinya melalui mekanisme *cell state* dan *gating* (forget, input, output), yang memungkinkan model secara selektif menyimpan atau melupakan informasi (*What Is Long Short-Term Memory (LSTM)?*, n.d.). BiLSTM menyempurnakan ini dengan membaca urutan teks dari dua arah (maju dan mundur), sehingga mampu membangun representasi kontekstual yang lebih menyeluruh (*Papers with Code - BiLSTM Explained*, n.d.). Keunggulan ini menjadikannya efektif dalam memahami struktur kalimat dan konteks implisit dalam tugas klasifikasi. Meskipun transformer kini mendominasi banyak aplikasi NLP, BiLSTM tetap relevan, terutama dalam kondisi dengan data terbatas atau keterbatasan komputasi.

* + 1. **Bidrectional Encoder Representations from Transformers (BERT)**

*Bidirectional Encoder Representations from Transformers* (BERT) adalah model bahasa berbasis arsitektur *transformer* yang dikembangkan oleh *Google* (Devlin et al., 2019). Keunggulannya terletak pada kemampuan memahami konteks kata secara dua arah melalui dua tugas utama: *Masked Language Modeling* (MLM) dan *Next Sentence Prediction* (NSP). Struktur BERT menggunakan encoder dengan self-attention, menjadikannya efektif untuk berbagai tugas NLP seperti klasifikasi teks dan analisis sentimen. Meski tidak digunakan langsung dalam penelitian ini, BERT menjadi dasar dari model seperti IndoBERT dan IndoBERTweet yang lebih sesuai untuk bahasa Indonesia.

* + - 1. **IndoBERT**

IndoBERT adalah model bahasa pra-latih berbasis BERT yang dikembangkan oleh Koto et al. (2020) khusus untuk Bahasa Indonesia. Model ini dilatih menggunakan lebih dari 200 juta kata dari berbagai sumber seperti berita, Wikipedia, dan dokumen publik, dengan metode *Masked Language Modeling* (MLM) dan *Next Sentence Prediction* (NSP). Dibandingkan mBERT, IndoBERT menunjukkan performa lebih baik dan konsisten dalam benchmark IndoLEM untuk tugas-tugas NLP seperti klasifikasi sentimen, NER, dan *POS tagging*, menegaskan keunggulan model monolingual untuk bahasa lokal.

* + - 1. **IndoBERTweet**

IndoBERTweet adalah model bahasa pra-latih yang secara khusus dikembangkan untuk memproses teks dari media sosial *Twitter* berbahasa Indonesia (Koto et al., 2021). Model ini menggunakan arsitektur BERT dasar dan dilatih pada 26 juta *tweet* Indonesia yang telah diproses melalui tokenisasi khusus, termasuk penggantian mention dan URL dengan token khusus, serta konversi emoji menjadi teks. Salah satu inovasi penting dalam pengembangan IndoBERTweet adalah inisialisasi kosakata domain-spesifik, di mana token baru dari *Twitter* yang tidak dikenal oleh IndoBERT diinisialisasi menggunakan rata-rata vektor dari subword-nya berdasarkan embedding IndoBERT sebelumnya. Rumus perhitungannya adalah:

Di mana adalah sekumpulan token *subword* dari kata baru , dan adalah embedding dari masing-masing *subword*. Ini memastikan bahwa kata-kata baru yang khas di media sosial tetap memiliki representasi vektor yang relevan secara semantik. Selain itu, IndoBERTweet menggunakan teknik Masked Language Modeling (MLM) untuk melatih model memahami konteks dua arah dari teks. Rumus loss untuk MLM didefinisikan sebagai:

Di mana merupakan indeks token yang dimasking, dan adalah konteks token lain di sekitarnya. Model ini telah terbukti unggul dalam berbagai tugas NLP berbasis Twitter seperti analisis sentimen, deteksi ujaran kebencian, dan klasifikasi emosi dibandingkan dengan model *baseline* seperti IndoBERT dan mBERT.

* + 1. **Metrik Evaluasi**

Evaluasi performa model klasifikasi merupakan langkah penting dalam pengembangan model *machine learning*. Untuk menilai seberapa baik model memprediksi data, digunakan beberapa metrik evaluasi seperti *confusion matrix*, akurasi, presisi, *recall*, dan F1-score. Metrik-metrik ini memungkinkan peneliti untuk memahami kelebihan dan kelemahan model dalam berbagai aspek, terutama saat menghadapi data yang tidak seimbang.

* + - 1. **Confusion Matrix**

Confusion matrix adalah representasi visual dari performa model klasifikasi dengan menampilkan jumlah prediksi benar dan salah untuk setiap kelas (Géron, 2022). Matrix ini terdiri dari empat komponen utama:

* *True Positive* (TP): jumlah data *positif* yang diprediksi benar oleh model.
* *False Positive* (FP): jumlah data *negatif* yang diprediksi sebagai *positif*.
* *True Negative* (TN): jumlah data *negatif* yang diprediksi benar sebagai *negatif*.
* *False Negative* (FN): jumlah data *positif* yang diprediksi sebagai *negatif*.
  + - 1. **Akurasi**

Akurasi mengukur proporsi prediksi yang benar dari seluruh prediksi yang dilakukan oleh model (Géron, 2022). Nilai akurasi yang tinggi menunjukkan bahwa model dapat melakukan prediksi yang benar pada sebagian besar data. Namun, pada data yang tidak seimbang (*imbalanced*), akurasi bisa menyesatkan karena model bisa saja hanya menebak kelas mayoritas dan tetap terlihat “baik”. Nilai akurasi dihitung dengan rumus:

* + - 1. **Presisi**

Presisi mengukur seberapa akurat model dalam memprediksi kelas positif, yaitu proporsi prediksi positif yang benar-benar positif (Géron, 2022). Presisi yang tinggi menunjukkan bahwa sebagian besar prediksi positif benar-benar relevan. Presisi rendah berarti model terlalu banyak menghasilkan *false positive*. Presisi dapat dihitung dengan rumus berikut:

* + - 1. **Recall**

*Recall* atau sensitivitas menunjukkan seberapa baik model dalam menangkap semua data positif (Géron, 2022). *Recall* tinggi berarti model mampu menemukan sebagian besar data yang benar-benar positif. *Recall* rendah berarti model melewatkan banyak data positif (banyak *false negative*), yang bisa sangat berbahaya dalam konteks seperti deteksi penipuan, penyakit, atau promosi judi online. Nilai *recall* dihitung dengan rumus:

* + - 1. **F1-Score**

Dalam konteks klasifikasi biner, *precision* dan *recall* merupakan dua metrik penting untuk mengevaluasi performa model. Namun, dalam banyak kasus, kedua metrik ini tidak cukup jika dilihat secara terpisah. Oleh karena itu, sering digunakan metrik gabungan yang disebut *F1-Score*, yaitu rata-rata harmonik dari *precision* dan *recall* (Géron, 2022).

Berbeda dengan rata-rata aritmatika, rata-rata harmonik memberikan bobot lebih besar terhadap nilai yang rendah (Géron, 2022). Artinya, *F1 Score* akan menghasilkan nilai tinggi hanya jika *precision* dan *recall* sama-sama tinggi. Jika salah satu rendah, maka *F1 Score* juga akan rendah. Hal ini membuat *F1 Score* sangat berguna ketika diperlukan keseimbangan antara *precision* dan *recall*.

* 1. **Tinjauan Studi**
     1. **Detecting Online Gambling Promotions on Indonesian Twitter Using Text Mining Algorithm**

Penelitian oleh Perdana et al. (2024) mencoba menjawab tantangan dalam mendeteksi promosi judi online di Twitter berbahasa Indonesia, yang masih jarang diteliti. Menggunakan 6.038 tweet, studi ini menguji efektivitas tiga algoritma klasifikasi—Random Forest, Logistic Regression, dan CNN—dengan tiga metode representasi teks: TF-IDF, Word2Vec, dan GloVe. Hasil terbaik didapat dari kombinasi TF-IDF dan Random Forest, yang mencapai precision 0,966 dan recall 0,958. Beberapa kata kunci yang sering muncul dalam konten promosi judi antara lain *link*, *situs*, *prediksi*, *jackpot*, *maxwin*, dan *togel*. Temuan ini menunjukkan potensi besar dalam membantu upaya keamanan siber dan pemberantasan konten negatif di media sosial.

* + 1. **Fine-Tuning BERT-Based Models for Negative Content Identification on Indonesian Tweets**

Penelitian oleh Hidayatullah et al. (2023) menyoroti pentingnya moderasi konten di media sosial, khususnya Twitter, yang kini dipenuhi oleh konten negatif seperti ujaran kasar, konten seksual eksplisit, dan ujaran kebencian. Meskipun isu ini krusial, kajian terhadap konten berbahasa Indonesia masih terbatas. Untuk mengisi kekosongan tersebut, studi ini mengevaluasi efektivitas model BERT, khususnya IndoBERTweet, dalam mengklasifikasi tweet Indonesia ke dalam kategori abusive, dewasa, dan netral. Hasilnya menunjukkan bahwa IndoBERTweet memberikan performa terbaik, dengan precision sebesar 97.03, recall 96.88, dan macro F1 score 96.94. Temuan ini menunjukkan potensi besar model berbasis BERT dalam mendukung terciptanya lingkungan daring yang lebih sehat dan aman.

* + 1. **Implementation of IndoBERT in Sarcasm Detection using Random Forest Towards Sentiment Analysis**

Penelitian oleh Sibarani et al., (2025) berusaha mengatasi tantangan deteksi sarkasme dalam teks bahasa Indonesia menggunakan Random Forest Classifier (RFC) yang dipadukan dengan IndoBERT. Evaluasi dengan 10-fold dan 5-fold cross-validation menunjukkan RFC tanpa IndoBERT memiliki performa sekitar 78-79% pada akurasi, presisi, recall, dan F1-score. Setelah integrasi IndoBERT, semua metrik meningkat signifikan, bahkan mencapai 97,24% pada 5-fold cross-validation. Hasil ini menegaskan efektivitas IndoBERT dalam memperkuat deteksi sarkasme sesuai konteks bahasa Indonesia untuk meningkatkan akurasi analisis sentimen di media sosial.

* + 1. **Indonesian Hate Speech Detection Using IndoBERTweet and BiLSTM**

Penelitian Kusuma & Chowanda (2023) menggabungkan model IndoBERTweet dan BiLSTM untuk mendeteksi ujaran kebencian dalam bahasa Indonesia. IndoBERTweet dipilih karena dirancang khusus untuk teks Twitter yang cenderung informal, sementara BiLSTM digunakan untuk memahami konteks kata dari dua arah. Model dilatih menggunakan data berlabel dari Twitter dan berhasil mengklasifikasikan tweet ke dalam dua kelas: hate speech dan non-hate speech. Hasilnya menunjukkan akurasi tinggi sebesar 93,7%, melampaui metode sebelumnya, sehingga membuktikan efektivitas pendekatan ini dalam menangani ujaran kebencian di media sosial.

* + 1. **Hate Speech Detection and Online Public Opinion Regulation Using Support Vector Machine Algorithm: Application and Impact on Social Media**

Penelitian Li & Li, (2025) menggunakan SVM dengan teknik kernel untuk mendeteksi ujaran kebencian di media sosial yang kompleks dan tersirat, seperti sarkasme dan variasi ejaan. Data dikumpulkan lewat API dan crawler dengan autentikasi OAuth2.0, kemudian diproses dengan pembersihan, Word2Vec Skip-gram, TF-IDF, serta ekstraksi fitur yang menggabungkan analisis sentimen berbasis leksikon dan BERT. Evaluasi pada dua dataset menunjukkan akurasi 90,42% dan 92,84%, recall 88,06% dan 90,79%, serta waktu inferensi cepat di bawah 4 ms. Hasil ini membuktikan efektivitas SVM dalam mendeteksi ujaran kebencian implisit secara akurat dan efisien untuk pemantauan real-time dan keamanan daring.
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